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® Limited accessib

* Diagnosing Ocular Diseases is a time-consuming process
&




| model, which can




® Trained The Model Using PyTorch

® Used Transfer learning for existing pre-trained
Models: ResNet50, VGG16 and VIT

DEVELOPING
THE IMAGE Steps:
CLASSI FI ER 1. Data analysis and data processing

2. Training the model
3. Evaluating the accuracy of the model
4. Optimize Hyperparameters

5. Repeat
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SKEWED
DATASET Number of images per class in training dataset

1200

® The imbalance of data in 1000

each class caused a lot of

bias 0
Built an image augmenter 600
function to augment images w00
in each minority class.

200
The augmenter creates new
images by randomly 0

Mormal Cataract Myopia

flipping, rotating and

adding blur to existing

images.
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" Backward pass: Compute ients with respect to the loss

() ® Update the model parameters using the optimizer
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optimal

_, “'ds 128 because

any thing over that wou » GPU and use a lot more memory

swap.




1.1 @ steepest gradient

* The learni

always optimal.
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® Used it as a starting point and used an Learning rate

incremental trial and error approach to optimize
the learning rate



OPTIMISING THE
HYPERPARMETERS

* Kept the epochs fixed and only adjusted
the learning rate

* Realized that epochs is a tradeoff between
training time and window to diverge at the
optimal solution

* Kept reducing the learning rate
incrementally using a trial-and-error
approach until the loss converged.

Epochs vs Loss

—— Train Loss
—— Val Loss

LR=2E-4

Epochs vs Loss

—— Train Loss
—— Val Loss

LR=5E-4




Average Class

Accuracy (%)
VGG16 86.39
ResNet50 88.09
VIT 91.45
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Ocular Disease Cassifier
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® Collected all the ing

Storage for future improvements of the model.
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DEMONSTRATION







3 classes makes

it not useft edical field

® Further improvements are needed to make it a viable product
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